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Year	In	Review	

•  Plan:	
–  Deploy	a	test	federa/on	at	mul/ple	sites	
–  Set	up	data	replica/on	within	the	test	federa/on	using	Synda	
–  Use	what	we	learned	to	deploy	replica/on	in	produc/on	

•  What	we	did:	
–  Deploy	test	federa/on:	✔
•  CEDA,	DKRZ,	IPSL,	LLNL,	NCI

–  Set	up	data	replica/on	within	the	test	federa/on	using	Synda:	✔
–  Use	what	we	learned	to	deploy	replica/on	in	produc/on:	X	
•  S/ll	a	work	in	progress	
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Current	Status	

•  Scope	reduc/on:	publica/on	of	replicas	
–  Automa/c	publica/on	of	replicated	data	out	of	scope	
–  Different	sites	have	different	needs/policies	
–  Not	confla/ng	this	with	geZng	the	data	there	

•  Different	sites	in	various	states	of	readiness	for	produc/on	deployment	
–  Several	sites	have	dedicated	DTNs	
–  Wai/ng	on	integra/on,	final	finishing	touches	
–  Will	require	some	focused	effort	

•  Performance	is	s/ll	low	
–  Need	some	focused	work	here	
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Data	Transfers	Between	Large	Sites	

•  Replica/on	involves	moving	large	amounts	of	data	between	sites	

•  Large-scale	downloads	for	analysis	are	similar	

•  Both	involve	transferring	large	data	sets	between	large	storage	systems	
–  Not	somebody’s	laptop	
–  Tier1	ESGF	nodes	
–  HPC	facili/es	
–  Support	server-side	analysis	of	non-local	data	sets	
–  Support	large-scale	users	who	need	data	for	non-canned	analyses	

•  Both	download	methods	use	the	same	data	service	
–  Follow-on	to	yesterday’s	conversa/on:	harden	and	improve	performance	
of	download	capability	
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Making	the	list	of	things	to	do	

•  I	like	the	idea	of	building	a	solid	placorm	of	core	services	

•  Short	term	ac/on	planning:	address	short	term	ac/ons	to	support	CMIP6	
ini/ally	
–  Improve	single	stream	bandwidths	to	CMIP6	data	servers	from	DTNs	
–  Configura/on	issues	at	sites	
–  Data	publica/on	to	support	download	via	DTNs	
•  Data	publica/on	using	globus	endpoint	

•  Long	term	ac/on	planning:	what	has	to	be	prepared	to	support	CMIP6+	in	
the	future	
–  Exploit	Globus	Transfer	in	replica/on	pipeline	
–  Expand	DTN	deployments	to	match	data	scale	
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NCAR	RDA	Data	Portal	

•  Let’s	say	I	have	a	nice	compute	alloca/on	at	NERSC	–	climate	science	

•  Let’s	say	I	need	some	data	from	NCAR	for	my	project	

•  hhps://rda.ucar.edu/	

•  Data	sets	(there	are	many	more,	but	these	are	two):	

•  hhps://rda.ucar.edu/datasets/ds199.1/	(1.5TB)	
•  hhps://rda.ucar.edu/datasets/ds313.0/	(430GB)	

•  Download	to	NERSC	(could	also	do	ALCF	or	NCSA	or	OLCF)	
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Portal	creates	a	Globus	transfer	job	for	us	
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Submit	the	transfer	job,	go	about	our	business	
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Data	Transfer	from	RDA	Portal	–	Results		
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What’s	Possible:	The	Petascale	DTN	Project	
•  Built	on	top	of	the	Science	DMZ	model	
•  Effort	to	improve	data	transfer	performance	between	the	DOE	
ASCR	HPC	facili/es	at	ANL,	LBNL,	and	ORNL,	and	also	NCSA.	
–  Mul/ple	current	and	future	science	projects	need	to	transfer	data	
between	HPC	facili/es	

–  Performance	goal	is	15	gigabits	per	second	(equivalent	to	1PB/week)	
–  Realize	performance	goal	for	rou/ne	Globus	transfers	without	special	
tuning	

•  Reference	data	set	is	4.4TB	of	cosmology	simula/on	data	
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DTN	Cluster	Performance	–	HPC	FaciliLes	
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41.0/42.2/43.9
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33.0/35.0/37.8
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43.0/50.0/56.3
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55.4/56.7/57.4
Gbps

DTN

DTN

DTN

DTN

NERSC DTN cluster
Globus endpoint: nersc#dtn
Filesystem: /project

Data set: L380
Files: 19260
Directories: 211
Other files: 0
Total bytes: 4442781786482 (4.4T bytes)
Smallest file: 0 bytes (0 bytes)
Largest file: 11313896248 bytes (11G bytes)
Size distribution:

1 - 10 bytes: 7 files
10 - 100 bytes: 1 files
100 - 1K bytes: 59 files
1K - 10K bytes: 3170 files
10K - 100K bytes: 1560 files
100K - 1M bytes: 2817 files
1M - 10M bytes: 3901 files
10M - 100M bytes: 3800 files
100M - 1G bytes: 2295 files
1G - 10G bytes: 1647 files
10G - 100G bytes: 3 files

Petascale DTN Project

November 2017
L380 Data Set

Gigabits per second
(min/avg/max), three
transfers

ALCF DTN cluster
Globus endpoint: alcf#dtn_mira
Filesystem: /projects

OLCF DTN cluster
Globus endpoint: olcf#dtn_atlas
Filesystem: atlas2

NCSA DTN cluster
Globus endpoint: ncsa#BlueWaters
Filesystem: /scratch
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NCAR	RDA	Performance	to	DOE	HPC	FaciliLes	

13.9 Gbps 16.6 Gbps 11.9 Gbps

DTN

nersc#dtn
NERSC

DTN

olcf#dtn_atlas
OLCF

DTN

alcf#dtn_mira
ALCF

DTN

NCAR RDA
rda#datashare
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•  1.5TB	data	set	

•  1121	files	



In	conclusion	–	ESnet’s	vision:	

Scien/fic	progress	will	be	completely	unconstrained	by	the	
physical	loca/on	of	instruments,	people,	computa/onal	

resources,	or	data.			

18	



Thanks!	
Next	up:	Lukasz	Lasinski	–	Globus		

hhp://my.es.net/	

hhp://www.es.net/	

hhp://fasterdata.es.net/	



Globus	Connect	Server	v5	

•  ESGF	uses	Globus	Connect	Server	v4	which	depends	on	Globus	Toolkit	
•  Support	for	Globus	Toolkit	will	end	in	2018	
•  Globus	Connect	Server	v5	
–  Single	port	GridFTP	(no	ephemeral	ports)	
–  OAuth2	in	GridFTP	(no	more	X.509	user	cer/ficates	or	MyProxy)	
–  OpenID	Connect	iden/ty	provider	
–  HTTPS	access	to	storage	
–  Supports	mul/ple	connectors	in	single	installa/on	(POSIX,	S3,	Google	
Drive)	

–  Distributed	as	Docker	containers	
–  Released	around	mid-year	2018	

•  Globus	GUI,	Globus	CLI,	Globus	SDK	
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ESGF	

•  Globus	Connect	Server	v5	in	ESGF	
–  globus-url-copy	has	to	be	replaced	with	Globus	SDK/CLI	
–  IdPs	have	to	move	from	OpenID	to	OpenID	Connect	(OIDC)	
•  planned	around	mid-year	2018	

•  Data	Transfer	Nodes	(DTNs)	
–  Egress	DTN	
•  Globus	Connect	Server	v4	with	the	ESGF	authoriza/on	callout	
•  Documented	on	hhps://earthsystemcog.org	
•  Data	sets	published	with	Globus	URI	(DKRZ,	IPSL,	JPL,	LLNL,	NCI,	UCAR)	

–  Globus	Connect	Server	v5	with	the	ESGF	authoriza/on	callout	and	ESGF	OIDC	
•  Ingress	DTN	
–  Regular	Globus	Connect	Server	v4	or	v5	
–  Documented	on	hhps://docs.globus.org	
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Thanks!	
Next	up:	Stephan	Kindermann	-	DKRZ		

hhp://my.es.net/	

hhp://www.es.net/	

hhp://fasterdata.es.net/	



ESGF	ReplicaLon	

S.	Kindermann,	ESGF	F2F	2017		



ReplicaLon:	Discussion	Topics	
–  replica/on	status,	problems	..		
–  Short	term	ac/on	planing	to	support	CMIP6	
•  Single	stream	bandwidth	improvments	
•  Configura/on	at	sites	
•  Data	publica/on	and	DTNs	

–  Longer	term	ac/on	planing	
•  Globus	online	exploita/on		
•  PID	exploita/on		
•  	monitoring	„dashboard“	
•  Full	DTN	architecture	exploita/on	
•  ..	
	
	



Status	
Produc/on	deployments	slowly	stabilize,	yet	unclear	overal	picture		
e.g.	last	test	before	departure	to	the	ESGF	mee/ng:	
•  DKRZ	ßà	CEDA,	IPSL,	PCMDI	(NCI	not	reachable)		
•  Looked	completely	different	some	weeks	before	..				
•  à	besides	synda	(parallel	transfer	rates),	need	to	look	at	single	stream	transfer	

rates	



Data	hubs	and	data	nodes	
Two	replicaLon	streams	to	separate	
(data	hub	=	larger	ESGF	replica/on	center)	
•  data	hub	ß	synda	ß	data_nodes	
•  data	hub	ß	synda	à	data	hub		
•  (dark	data	hub	ß	??	ß	data_node,	data_hub)	

Need	to	start	coordinaLon	discussions:	
•  Hot	spots:	iden/fica/on,	synchroniza/on	
–  Most	accessed	variables	for	CMIP5	available,	but	..		

•  Uncoordinated	scenario:	
–  Data	gets	published	at	a	data	node	
–  All	data	hubs	start	replica/ng	

•  Data	priori/es	at	data	hubs	?	
								Europe:	
–  Started	IPCC	WG1/2	requirements	discussion		with	data	hubs	at	DKRZ	and	STFC/CEDA	
–  Evalua/on	(ESMVal)	needs	
–  Explicit	wishes	from	user	groups	

•  How	to	coordinate	?	
–  Min	requirement:	make	priori/es	at	data	hubs	transparent	–	synda	sel.	files	on	github	..	?	



•  Ho	to	coordinate	replica/on	?	
–  Publically	visible	github	repos	with	site	specific	synda	selec/on	files	?,	
specific	datahub	repo	for	coordinated	things	?		

US	 EU	 US	 EU	 US	 EU	
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Data	node	

ReplicaLon:	status	
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Separate	gridvp	endpoint	@	DTN	
•  Synda	config	
•  endpoint	esgf	publica/on	



DTN	

	synda	
DTN	
	synda	

current	status	

target	setup	?	

blocking	issues	..		

Problems	/	Issues	
	
•  Installa/on	/	deployment	
	
•  DTN	„visibility“	in	ESGF	infra	

•  DTN	/	firewall	/	data	pool	setup	
	

ESGF	
data	
pool	

DTN	
	synda	

à	SoluLon	approaches	
	
•  „esgf“	gridvp/globus	installa/on	package	
		
•  Agreements	with	respect	to	DTN	publica/on	
	
•  Best	prac/ce	collec/on	..		

	



•  Data	publica/on	and	DTNs	
– Who	will	provide	separate	DTN	endpoints	for	data	download	
(besides	ESGF	datanode	gridvp	endpoints)	?	
To	Do‘s:	

–  Standard	instruc/ons	in	publisher	docu	
–  Implement	consistent	DTN	enpoint	support	in	infra	(naming,	index,	cog,..)	
–  DTN	setup	instruc/ons	(gridvp	+	esgf	AA	callout	+	cer/ficates	+	(globus)	+	..		



ReplicaLon:	setup	alternaLves	
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Thanks!	
Next	up:	Ques/ons/Discussion	

hhp://my.es.net/	

hhp://www.es.net/	

hhp://fasterdata.es.net/	


